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Abstract: Recently much interest in various applications on cloud computing is getting increased rapidly. We argue that there is 
short of enough studies regarding effective tools and methods for evaluating performance of cloud services. This is even worse 
for the network centric applications on the clouds where the network is known to be a typical performance bottleneck and has 
significant impacts on the quality of service. In this paper, we propose a monitoring framework for gathering and analyzing the 
performance of the cloud for network centric applications. The framework measures various aspects of cloud system 
performance including network metrics regarding both of intra-cloud and WAN as well as the metrics for CPU, storage, and other 
resources. We present our initial design and key features of the framework. 
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1. Introduction     

Recently, many companies, such as Amazon, Google and 
Microsoft, have launched their cloud infrastructures and 
services. The cloud services allow users to construct their own 
flexible applications suited for the business needs and to deploy 
the applications on-demand. However, due to the lack of 
objective performance analysis and experiences of cloud 
computing, it is difficult for the users to determine which cloud 
provider is the best to implement their services. In addition, it is 
hard for them to predict the performance of their applications 
due to highly dynamic natures of the cloud services. For this 
reason, the framework that can present a comprehensive 
performance analysis of cloud system and help them to diagnose 
their application behaviors is strongly required. In addition, 
monitoring service at the service-level is needed to improve and 
optimize the user applications. 

According to development of smart devices, cloud-based 
multipoint communication services are gaining tremendous 
popularities. They enable the users to communicate anytime and 
anywhere via the service. Since the quality of service (QoS) and 
application performance are critical to the application users, we 
need effective metrics for performance analysis and monitoring 
of the application to guarantee the QoS and application 
performance. Unfortunately, the measurements of cloud system 
have been performed in a limited range of metrics such as CPU 
scheduling pattern among the users and bandwidth between the 
computing resources and the storages until now. The results 
from these studies are not enough for our purpose described in 
the above. 

In this paper, we focus on multicast network based services 
and propose a framework that provides comprehensive 
performance analysis and service-level monitoring of key 
elements of cloud computing. Our framework is designed to 
work with public cloud infrastructure as a service (IaaS). 
Currently we are using Amazon Web Services (AWS), hence 
various AWS components such as EC2 and S3 will be 
mentioned for illustrating main features of our system 
throughout the paper. However, we expect that other IaaS can be 
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also integrated with minor extensions.  
Our framework collects various metrics regarding network 

performance such as intra-cloud network and Wide Area 
Network (WAN) as well as other resources like CPU, storage, 
and etc. We expect that this framework is useful to those 
developing the cloud applications in improving the quality and 
performance of the services and also helpful for those planning 
to make business decisions regarding cloud applications.  

In order to provide various geographical measurement points 
for WAN performance, we incorporate with DipZoom which has 
more than 400 world-wide proxies.  

The rest of this paper is organized as follows. Section 2 gives 
related studies about evaluation of cloud system and multicast 
services. Section 3 defines the framework proposed in our 
approach. In this section, we introduce our approach to evaluate 
various resources including intra-cloud network, WAN, and 
CPU and the mechanism to recommend the best server in 
multicast network based services. Section 4 proposes the 
advantages of our monitoring framework and concludes the 
paper.  

2. Related Work 

2.1 Performance Evaluation of Clouds  

Recently a few of efforts on the evaluation of cloud system 
were performed from various viewpoints. Simson et al. [1] 
evaluated the performance of Amazon S3 with different sizes of 
objects. They transmitted probes continuously in order to 
measure the end-to-end performance between EC2 and S3. Jörg 
et al. [2] tried to analyze various aspects of EC2 performances 
such as instance startup, CPU, memory speed, disk, and network 
bandwidth for S3. They presented analysis results for different 
instance types and regions of EC2. Guohui et al. [3] investigated 
the patterns of process sharing among the EC2 virtualized 
machines, packet delays, and throughputs and packet loss rates 
of TCP/UDP. They measured the progress of packet delays 
among the EC2 instances and packet loss rates at data center. 
Cloudcmp[4], a tool for measuring the Amazon cloud system, 
has been developed. Its main features include benchmark 
performance, network measurement, and EC2 evaluation.  

In spite of numerous previous efforts toward the cloud 
performance evaluation, we argue that more intensive studies 
for a systematic monitoring framework for gathering and 
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analyzing the performance of the cloud are needed to support 
network centric applications with critical constraints on various 
resources and service quality.  

2.2 Multipoint Communication Services on Clouds 

Among the various cloud applications, we are mostly 
interested in a multi-user video conferencing service. There 
exist several studies on development of a model for workloads 
used in enterprise IP telephony applications [5] and audio/video 
conferencing service based on commercial distributed system 
[6]. In addition, a few of research groups focused on distributed 
network based real-time streaming service [7][8][9]. In this 
paper, we consider a multi-user video conferencing application 
as a typical example of multipoint communication services. We 
designed our monitoring framework for the service and 
illustrated its features and architecture in Section 3. 

3. Proposal of Network Monitoring Framework 

3.1 Overview of Framework 

This section presents main features of our monitoring 
framework and its design in detail. In the following, we describe 
the main features. Firstly, it measures different aspects of 
network performance of intra-cloud network and WAN. The 
users are informed of various metrics such as latency, 
throughput, jitter, and packet loss rates. Secondly, it evaluates 
elastic compute cluster. For this we measure CPU usage of each 
cloud node. This feature is particularly important for the cloud 
nodes shared by other users. For example, the Amazon's Elastic 
Compute (EC) nodes with small instances are known to be 
shared by other cloud users [1]. Lastly, it recommends the best 
server based on the analysis results from the monitoring so that 
the cloud application users can be served by the most 
appropriate server dynamically. The overview of our framework 
is shown in Figure 1. 

 
Figure 1. Overview of monitoring framework 

3.2 Measuring Performance of Intra-Cloud Network 

The intra-cloud network enables the communication between 
the nodes in cloud as illustrated in Figure 2. The measurement 
of intra-cloud network is an important factor to evaluate the 
performance of cloud network. 

The inner nodes typically work as servers providing the 
primary services of the applications. In addition, those servers 
are assigned to customers using the shared services offered by 
the cloud. Therefore, the intra-cloud network determines how 
fast the server nodes comprising of the application cores can 

interact with each other. In addition, the inner nodes in the cloud 
may be assigned to a particular job and operate in a distributed 
fashion. In such a case, a group of nodes have to closely work 
together and communicate with each other. In the end, the 
intra-cloud network is significantly related to the whole 
performance of distributed applications. 

 
Figure 2. Measurement of intra-cloud network 

 
We present the measurement metrics for the intra-cloud 

network in the following. Firstly, we measure the TCP/UDP 
throughput between the inner nodes of the cloud. It has impacts 
on data transfer performance and the way to handle congestion 
events. Secondly, we measure the network latency between the 
inner nodes. It determines the end-to-end response time, which 
is important factor for many applications. Lastly, we use packet 
loss rates between the inner nodes. It impacts the efficiency of 
data transfer and error control. 

3.3 Measuring Performance of Wide Area Network 

The WAN provides network services between arbitrary client 
nodes and cloud computing nodes e.g. Amazon ECs in the cloud. 
The metrics for the measurement of WAN are identical to those 
of intra-cloud network as shown in Figure 3. We measure 
network performance between an arbitrary node on the Internet 
and one of cloud servers. One of the most difficult problems for 
measuring the network performance of WAN is that it requires 
the installation of measuring tools in advance. This limitation 
can significantly hamper the applicability of monitoring in 
practice because we cannot simply install the needed tools on an 
arbitrary node without proper permissions. Even in the 
situations where we are granted the necessary permissions, it 
may require complicated and manual installations of the tools 
and the solution would not scale. In order to overcome these 
technical difficulties we have decided to utilize DipZoom [10] 
which is an Internet measurement platform. It features about 400 
measurement points around the world and provides Java APIs 
with the users. Hence, custom benchmark programs using the 
APIs can be developed and deployed. In addition, DipZoom is 
free for the academic research purpose. Recent research utilizing 
DipZoom for network measurement of peer-to-peer systems 
introduced in [11]. The work showed the reliability and 
applicability of DipZoom as an WAN performance measurement 
tool. In addition, the comparison with King[12] and GNP[13] 
from the perspective of measuring accurate latencies between 
arbitrary network nodes was performed. 
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Figure 3. Measurement of WAN 

3.4 Measuring Performance of CPU, Storage, and Other 

Resources 

The elastic compute cluster is an on-demand computational 
service of the cloud. As discussed in the previous section, 
sometimes an Amazon's EC can be shared by multiple cloud 
customers. Hence it is needed to monitor the performance of EC 
in run-time to guarantee the overall performance of the service. 
To evaluate this, we measure benchmark finishing time, cost, 
and scaling latency of the EC. The benchmark finishing time is 
duration time to finish a specific benchmark task by a cloud 
node. The cost is monetary cost until benchmark tasks are 
completed. This cost varies on different commercial cloud 
services. The scaling latency is the delay time to launch a new 
instance of EC on the cloud. For storage performance, we 
measure latency and throughput for accessing the stored data. 
The access can be made either in intra or outside of the cloud. 
The performance metrics of other resources are collected from 
the default monitoring service provided by the cloud 
infrastructure and various logs of the system.  

3.5 Recommending Optimal Server 

The most appropriate server is recommended based on the 

analysis of the performance measurement. Table 1 presents 
various metrics utilized for the multicast network based services 
on previous research. In general packet loss rate, latency, jitter, 
and throughput are the main factors of network centric 
applications. In addition, we can find that cloud based 
E-learning service considered CPU and memory as well. 

Table 1. Metrics for multicast network based services. 
Previous studies Metrics 

Cloud based virtual server network for 
enterprise IP telephone service[5]  

Packet loss rate 
Latency 

A distributed system based on audio/video 
conference service[6]  

Latency, Jitter 
Throughput 

Cable network based on IPTV streaming 
service [14] 

Throughput, 
Jitter 

Hybrid P2P and streaming service based on 
Cloud [7] 

Packet loss rate 
Throughput, 
Jitter 

Cloud based E-leaning service[9] CPU, I/O, 
memory 

 
Our monitoring framework suggests a combination of metrics 

for server recommendation. Firstly, the network latency 
determines the response time on near real-time cloud services. 
In case the network latency exceeds the time limit of the 
application then it will lead to deterioration of the quality 
service (QoS) especially for the multipoint communication 
services. Hence, the network latency is a primary metric for our 
targeting applications. Secondly, the packet loss rate also 
impacts on QoS significantly. We note that moderate degree of 
packet loss may be tolerable in our application; however, 
exceeding the limit may render the multipoint communication 
services unusable at all. Other parameters affecting the 
recommendation include server availability, throughput, and 

Figure 4. Module diagram of monitoring framework 
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jitter, variation of latency. Hence, our framework recommend 
the best server based on the combinations of the above various 
factors. We are looking forward to deriving the proper weight 
for each metric and the composition of them by the performance 
modeling and experiments. 

3.6 Module Organization 

The module organization of the proposed monitoring 
framework is shown in Figure 4. Our framework is composed of 
the subsystems MonitoringClient, DataCenter and CloudServer. 
The features of each subsystem are shown in the following in 
detail.  
MonitoringClient provides the functions of GUI environment, 
selection of optimum servers suited for a service, and request for 
outcome of diverse network measurements to users. These 
results are shown to users through the visualization module and 
the notification service. The modules requesting performance 
measurements include CloudIntraReq, CloudWANReq, and 
CloudAWSReq. DataCenter requests the measurement for 
intra-cloud, WAN, and cloud servers periodically and stores the 
returned outcomes on database. A cloud server indicates the 
target of measurement and each server is equipped with 
performance measurement toolsets. DataCenter is composed of 
a component delivering data from database to MonitoringClient 
and a group of components measuring performance of 
intra-cloud network, WAN, and cloud servers. Measurement 
modules are called upon by daemon DSTaskScheduler module 
periodically. The results of measurement are saved in database 
by DCDataManager module. 

4. Conclusion 

In this paper, we proposed a monitoring framework for 
performance analysis of network centric applications on cloud 
services. . The performance of the monitored components is 
reported in the form of various metrics regarding elastic 
compute clusters, Intra-cloud network, and WAN. We are 
looking forward to completing the implementation of the 
proposed framework and applying it to a practical environment 
soon. As indicated in the previous sections, the primary 
candidate case would be a multi-user video conferencing service 
on the cloud. We will perform the case study for the above 
scenario and report the results. For the future work, we hope to 
expand our framework to provide much comprehensive 
performance metrics than the current version and enable it to 
handle more versatile applications on the cloud. 
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